
Artificial Intelligence in Medical Imaging. 2019 November S1

SCIENTIFIC ORAL PRESENTATION ABSTRACTS

• 10.5812/IRANJRADIOL.99221 

Overview of VISCERAL Benchmarks in 
Intelligent Medical Data Analysis

Henning Muller1, *

1University of Applied Sciences Western Switzerland, Delémont, Swit-
zerland

*Corresponding author: University of Applied Sciences Western Swit-
zerland, Delémont, Switzerland. Email: henning.mueller@hevs.ch 

Abstract
Background: Large datasets of annotated medical 
images are important to train machine learning 
algorithms. Segmentation is the first step in many 
decision support applications.
Objectives: Learning objectives include:

1.	 How to organize a scientific challenge on or-
gan segmentation on a large scale?

2.	 How to develop research infrastructures 
where data do not need to be moved anymore?

3.	 How research infrastructures can help in re-
producibility and semi-automatic generation 
of annotations?

Outline: Organ segmentation is the first step in 
many decision support tools in radiology. To obtain 
good segmentation results, most often, large anno-
tated datasets need to be available. Also, most seg-
mentation algorithms are very organ-specific and 
modality-specific. The VISCERAL benchmark makes 
data from 20 organs available both with and with-
out contrast agent and for CT and MR. An architec-
ture for manual segmentation including quality 
control was developed for this purpose.
VISCERAL also introduces a novel Evaluation as a 
Service (EaaS) architecture to compare algorithm 
performance. The data remained in a fixed and in-
accessible place in the cloud. Participants obtained 
a virtual machine and access to the training data. 
They could, then, install all necessary tools and test 
on the training data. When the VMs finished, the or-
ganizers took control of VMs and ran the algorithms 
on the test data. Like this no manual optimization is 
possible on the test data, the actual data are never 
released to the research and with the availability of 
executables and data, a full reproducibility is given.
The results of the benchmark compared many algo-
rithms on all four modalities. The CT quality was of-
ten much better than MRI quality. Results on some 
organs such as the lungs and liver were sometimes 

better than the inter-rater disagreement. The avail-
ability of code also allowed to run the segmentation 
on new images and created fusion of algorithmic 
segmentations that we call a silver standard to gen-
erate large-scale training data.
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Abstract
Background: Artificial intelligence research and 
development are speeding up after sound evidence 
proving the examples of reliability of automated 
tools to increase speed, accuracy, and reproducibili-
ty of imaging services. Who should lead the process?
Objectives: By listening to this lecture, the audience 
is expected to:

1.	 List potential members of an AI research team.

2.	 Define the major roles of teams with clinical 
and engineering background.

3.	 Explain the requirements of collaborative AI 
research infrastructure.

Outline: The AI research and development is framed 
by a multi-step lifecycle before being accepted for 
practical clinical use. Finding the most needed solu-
tion for a real clinical problem is probably the most 
important ring in the chain. But, the next steps are 
also critically important: collecting the appropriate 
dataset, annotating the data, selecting the best AI ar-
chitecture to address the question in mind, stepwise 
training, testing and improvement of the model, in-
tegrating the tool with currently used IT tools in clini-
cal environment, user interface justification, and reg-
ulatory approval and marketing that are the others 
rings of the chain. However, one important issue is to 
find out who should take care of each step. Regardless 
of roles and names, AI research needs hardware, soft-
ware, service and leadership infrastructure to pave 
the road for research. High-performance computing 
tools, software applications to run the model, data 
repositories, clinical tagging services, and validation/
licensing services are needed to make AI research a 
continuous, productive, and improving process.
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